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摘要

Sequence-to-sequence models with soft attention have been successfully applied to a wide variety of problems, but their decoding process incurs a quadratic time and space cost and is inapplicable to real-time sequence transduction. To address these issues, we propose Monotonic Chunkwise Attention (MoChA), which adaptively splits the input sequence into small chunks over which soft attention is computed. We show that models utilizing MoChA can be trained efficiently with standard backpropagation while allowing online and linear-time decoding at test time. When applied to online speech recognition, we obtain state-of-theart results and match the performance of a model using an offline soft attention mechanism. In document summarization experiments where we do not expect monotonic alignments, we show significantly improved performance compared to a baseline monotonic attention-based model.

带软注意的序列间模型已经成功地应用于各种各样的问题，但是它们的译码过程需要二次的时间和空间开销，不适用于实时的序列转换。为了解决这些问题，我们提出了单调分块注意（MoChA），它自适应地将输入序列分割成小块，在这些小块上计算软注意。我们表明，使用MoChA的模型可以通过标准反向传播有效地训练，同时允许在测试时在线和线性时间解码。当应用于在线语音识别时，我们使用离线软注意机制来获得最新结果并匹配模型的性能。在不期望单调对齐的文档摘要实验中，与基于基线单调注意的模型相比，我们显示出显著的改进性能。
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# 1简介

具有软注意机制的序列到序列模型（Sutskever et al.，2014；Cho et al.，2014）（Bahdanau et al.，2015）已成功应用于大量的序列转导问题（Luong et al.，2015；Xu et al.，2015；Chorowski et al.，2015；Wang et al.，2017；See et al.，2017）。在他们最熟悉的形式中，这些模型使用编码器递归神经网络（RNN）处理输入序列，以产生一系列隐藏状态，称为内存。解码器RNN然后自回归地产生输出序列。在每个输出时间步，解码器直接受到注意机制的调节，该机制允许解码器返回到编码器的隐藏状态序列中的条目。使用编码器的隐藏状态作为内存，使模型能够桥接长输入-输出时间滞后（Raffel&Ellis，2015），这与缺乏注意机制的序列到序列模型相比具有明显优势（Bahdanau et al.，2015）。此外，可视化模型在每个输出时间步处理的输入中的位置会产生一个输入-输出对齐，从而对模型的行为提供有价值的见解。

正如最初定义的那样，软注意在每个输出时间步检查内存的每个条目，有效地允许模型对任何任意输入序列条目设置条件。这种灵活性有一个明显的代价，即使用软注意机制的解码具有二次时间和空间代价O（TU），其中和分别是输入和输出序列长度。这就排除了它在非常长的序列上的使用，例如，总结非常长的文档。此外，由于软注意考虑到在每个输出时间步处理内存中的每个条目的可能性，因此它必须等到处理完输入序列之后才能产生输出。这使得它不适用于实时序列转换问题。Raffel et al.（2017）最近指出，当输入-输出对齐是单调的，即输入和输出序列中元素之间的对应关系不涉及重新排序时，这些问题可以得到缓解。这种特性存在于各种实际问题中，例如语音识别和合成，其中输入和输出共享自然的时间顺序（例如，参见图2）。在其他设置中，对齐只涉及局部重新排序，例如某些语言对的机器翻译（Birch et al.，2008）。*T型U型*

基于这一观察，Raffel et al.（2017）引入了一种注意机制，该机制明确实施了硬单调的输入-输出对齐，允许在线和线性时间解码。
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平等贡献。
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图1：本文讨论的注意机制示意图。每个节点表示模型在给定输出时间步（纵轴）处理给定内存条目（横轴）的可能性。（a） 在软注意中，模型在每个输出时间步为每个记忆条目分配一个概率（用每个节点的灰度阴影表示）。上下文向量被计算为内存的加权平均值，由这些概率加权。（b） 在测试时，单调注意从左到右检查记忆条目，选择是转到下一个记忆条目（用××表示）还是停止并参加（用黑色表示）。上下文向量被硬分配给所关注的内存条目。在下一个输出时间步中，它将从停止的位置重新开始。（c） MoChA利用一种硬单调的注意机制来选择它所关注的区块的端点（显示为带有粗体边框的节点）。块边界（这里，窗口大小为3）显示为虚线。然后，该模型对区块执行软注意（注意权重显示为灰色阴影），并计算上下文向量作为区块的加权平均值。

然而，与软注意相比，硬单调性约束也限制了模型的表达能力（软注意可以诱导任意的软对齐）。事实上，实验表明，利用这种单调注意机制的序列间模型的性能落后于标准的软注意。

在本文中，我们的目的是通过引入一种新的注意机制来弥补这一差距，该机制保留了硬单调注意的在线和线性时间优势，同时允许软对齐。我们的方法，我们称之为“单调的分块注意”（MoChA），允许模型在硬单调注意机制选择参与的记忆之前，对小块记忆进行软注意。它还有一个训练程序，允许直接应用于现有的序列到序列模型，并使用标准反向传播进行训练。实验结果表明，MoChA有效地缩小了在线语音识别中单调注意和软注意之间的差距，并在文档摘要（一项不显示单调对齐的任务）中提供了20%的相对改进。这些好处只引起参数数量和计算成本的适度增加。我们也提供了相关工作的讨论和未来的研究思路使用我们提出的机制。

# 2.摩卡咖啡

为了发展我们提出的注意机制，我们将首先回顾序列到序列的框架和最常见的软注意形式。因为MoChA可以被认为是单调注意的推广，所以我们重新推导了这种方法，并指出了它的一些缺点。从那里，我们展示了软注意块可以直接添加到硬单调注意，给我们的摩卡注意机制。我们还展示了如何根据机制的预期输出有效地训练MoChA，这允许我们使用标准的反向传播。

## 2.1序列间模型

序列到序列模型是将输入序列＝{x1，…，xT}转换为输出序列（可能具有不同的模态）＝{y1，…，yU}的模型。通常，输入序列首先由编码器递归神经网络（RNN）转换为隐藏状态序列={h1，…，hT}：**x y高**

*hj公司*=EncoderRNN（x，hjj−1）(1)

解码器RNN然后自回归地更新其隐藏状态，并且输出层（通常使用softmax非线性）产生输出序列：

|  |  |
| --- | --- |
| *硅*=DecoderRNN（yi−1，si−1，ci） | (2) |
| *彝语*=输出（si，ci） | (3) |

其中是解码器的状态，是作为编码器隐藏状态序列的函数计算的“上下文”向量。请注意，这是解码器访问有关输入序列的信息的唯一通道。*硅ci公司***小时***ci公司*

在最初提出的序列到序列框架（Sutskever等人，2014）中，上下文向量被简单地设置为最终编码器隐藏状态，即=hT。随后发现，这种方法在转换长序列时表现出性能下降（Bahdanau等人，2015）。取而代之的是，使用一种注意机制已经成为标准，这种机制将隐藏的状态序列视为一个（软）可寻址的内存，其条目用于计算上下文向量。在下面的小节中，我们将讨论三种这样的计算方法；否则，序列到序列框架将保持不变。*ci公司ci公司ci公司*

## 2.2标准软注意

目前，最常用的注意机制最初是在（Bahdanau等人，2015）中提出的。在每个输出时间步，此方法按以下步骤进行：首先，为每个内存条目生成一个未规范化的标量“能量”值：*我艾未未，j*

*艾未未，j*=能量（h，sji−1）(4)

一个常见的能源选择（·）是

                                                 能量（hj，si−1）：=v>tanh（Whhj+Wssi−1+b）（5）

其中∈R×dim（h），∈R×dim（s−1），∈Rand∈稀有可学习参数，是能量函数的隐维数。其次，这些能量标量在内存中使用softmax函数进行归一化，以产生权重值：*W型小时d级日本W型s码d级我b类d级五d级d级αi，j*
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最后，将上下文向量计算为的简单加权平均值，加权方式为：**小时***αi，*:

*T型*

*c级我*=Xα*i、 日本小时日本*(7)

*日本*=1

我们在图1a中看到了这种软注意机制。

注意，为了计算任何输出时间步，我们需要计算∈{1，…，T}的所有编码器隐藏状态。这意味着这种形式的注意不适用于在线/实时序列转换问题，因为它需要在产生任何输出之前观察整个输入序列。此外，生成每个上下文向量需要计算能量标量项和权重值。虽然这些操作通常可以并行化，但这仍然导致解码在时间和空间上具有O（TU）开销。*ci公司我hj公司日本ci公司T型*

## 2.3单调注意

为了用软注意解决上述问题，Raffel等人（2017）提出了一种硬单调注意机制，其注意过程可以描述为：在输出时间步，注意机制从它在前一个输出时间步关注的记忆索引开始检查记忆条目，称为。然后它计算=ti−1，ti−1+1，。。。并将这些能量值传递给logistic sigmoid函数（·），以产生“选择概率”。然后，从由参数化的Bernoulli随机变量中抽取离散的出席/不出席决策。到目前为止，我们总共*我钛*−1*艾未未，j日本*σ*皮，j齐，j皮，j*

|  |  |
| --- | --- |
| *艾未未，j*=单调能量（si−1，hj） | (8) |
| *第i、 日本*=σ（e）*i、 日本* | (9) |
| *齐，j*∼伯努利（pi，j） | (10) |

对于某些情况，一旦=1，模型就会停止并设置=j和=ht。这一过程如图1b所示。请注意，由于这种注意机制只在内存上进行单次传递，因此它具有O（max（T，U））（线性）代价。此外，为了处理存储器条目，编码器RNN只需要处理输入序列条目，这允许它用于在线序列转换。最后，请注意，如果∈{0,1}（一个鼓励的条件，如下所述），那么贪婪的赋值=hts相当于在可能的对齐路径上边缘化。*齐，j日本钛ci公司我hj公司十*1*，…，xj皮，jci公司我*

由于这个注意过程涉及到抽样和硬分配，所以利用硬单调注意的模型不能用反向传播进行训练。为了弥补这一点，Raffel et al.（2017）提出了通过计算注意力过程诱发的记忆概率分布来进行与期望值相关的训练。此分布采用以下形式：*ci公司*
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这里是cumprod和cumsum。由于累积和和积可以并行计算（Ladner&Fischer，1980），因此使用这种方法仍然可以有效地训练模型。

注意，训练不再是在线或线性时间，但建议的解决方案是使用这种“软”单调注意进行训练，并在测试时使用硬单调注意过程。为了鼓励离散性，Raffel et al.（2017）使用了将零均值、单位方差高斯噪声添加到logistic sigmoid函数的激活中的常见方法，这使得模型学习有效地产生二进制。如果是二进制的，=1（pi，j>0.5），那么在实践中，为了简单的阈值化，避免在测试时采样。另外，观察到从softmax非线性到logistic sigmoid的切换由于饱和和偏移敏感而导致优化问题。为了缓解这种情况，使用了一个稍微修改的能量函数：*皮，j皮，j齐，j*
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单调能量（（13）

其中是可学习的标量，如式（5）所示。（Raffel等人，2017）附录G中提供了对这些修改的进一步讨论。*g、 右v、 Ws、Wh、b*

## 2.4单调的分块注意

尽管硬单调注意提供了在线和线性时间解码，但是它对模型施加了两个重要的限制：第一，解码器在每个输出时间步只能处理内存中的一个条目，第二，输入-输出对齐必须是严格单调的。这些约束与标准的软注意形成对比，后者允许潜在的算法1 MoChA解码过程（测试时间）。在培训期间，第4-19行被替换为eqs。（20） 到（26），并在时间步−1处用接地真值输出替换。*彝语*−1*我*
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1： 输入：内存的长度，块大小**小时***T型w型*

2： 状态：=~0，t0=1，=1，=StartOfSequence*s码*0 *我是的*0

3： 而6=内序do*彝语*−1*// 生成输出令牌，直到生成序列结束令牌*

4： for=ti−1待办事项*日本T型// 开始检查内存条目hj公司从我们离开的地方从左到右*

5： =单调能量（si−1，hj）*艾未未，j// 计算注意力能量hj公司*

6： =（ei，j）*皮，j*σ*// 计算选择概率hj公司*

7： 如果≥0.5，则为0.5*皮，j// 如果皮，j大于，我们停止扫描内存*

8： =j−w+1*五// 设置区块开始位置*

9： for=v做softmax*k公司日本// 按块计算超过一个尺寸的能量-w型前块日本*

10： =能量（si−1，hk）*用户界面，k*

11： 结束
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13： =j*钛// 还记得我们为下一个输出时间步停在哪里吗*

14： 中断*// 停止扫描内存*

15： 结束if

16： 结束

17： 如果0.5，∀j∈{ti−1，ti−1+1，…，T}，那么*皮，j<*

18: = ~0*ci公司// 如果我们不停地扫描整个内存，设置ci公司零向量*

19： 结束if

20： =DecoderRNN（si−1，yi−1，ci）*硅// 基于新的上下文向量更新输出RNN状态*

21:=输出（si，ci）softmax*彝语// 使用输出层*

22:=i+1*我*

23:结束时
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|  |
| --- |
|  |
|  |  |

任意平滑的输入输出对齐。实验表明，在中测试的所有任务中，性能都有所下降（Raffel等人，2017）。我们的假设是，这种退化源于前面提到的硬单调注意所施加的限制。

为了解决这些问题，我们提出了一种新的注意机制，我们称之为MoChA，用于单调的分块注意。我们的想法的核心是允许注意机制在硬单调注意机制决定停止之前，在记忆的小“块”上执行软注意。这有助于在输入输出对齐中实现某种程度的软性，同时保留在线解码和线性时间复杂度的优点。

在测试时，我们遵循第2.3节的硬单调注意过程来确定（硬单调注意机制决定在输出时间步停止扫描内存的位置）。但是，我们不设置=ht，而是允许模型在内存条目的长度窗口上执行软注意，包括：*钛我ci公司我w型钛*

|  |  |
| --- | --- |
| *五*=钛-w+1 | (14) |
| *用户界面，k*=能量（si−1，hk），k∈{v，v+1，…，ti} | (15) |
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其中，能量（·）是一个类似于式（5）的能量函数，它不同于单调能量（·）函数。摩卡的注意力过程如图1c所示。注意，摩卡允许非单调排列；特别是，它允许记忆条目的重新排序。在块上包含软注意只会增加运行时的复杂度，而且解码仍然可以在线进行。此外，使用摩卡只会引起参数总数的适度增加（对应于添加第二注意能量函数ChunkEnergy（·））。例如，在第3.1节描述的语音识别实验中，模型参数的总数只增加了大约1%。最后，我们指出设置=1可以恢复单调的注意力。为了完整性，我们在算法1中完整地展示了MoChA的解码算法。*高压，…，高压我w型w型*

在训练过程中，我们以与单调注意相似的方式进行，即基于MoChA的诱导概率分布（我们表示）使用期望值训练模型。这可以计算为*ci公司βi，j*
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(17)

“总和”反映了单调注意可能停止扫描记忆的位置，以贡献概率，总和内的项表示块上的softmax概率分布，由单调注意概率缩放。由于嵌套求和，以这种方式计算每一个都是昂贵的。幸运的是，有一种有效的方法来并行计算∈{1，…，T}：首先，对于序列={x1，…，xT}，我们定义*k公司βi，jαi，kβi，jβi，j日本***十**

*不*+f−1级

                                                                MovingSum（x）n:=（18）*、b、f*十*xm公司*

*米*=n−（b−1）

例如，通过卷积长度为1s的-（f+b−1）序列并适当截断，可以有效地计算该函数。现在，我们可以高效地计算**十***βi，*:

*βi，*:=exp（ui，：）移动sum![](data:image/gif;base64,R0lGODlhnQABAHcAMSH+GlNvZnR3YXJlOiBNaWNyb3NvZnQgT2ZmaWNlACH5BAEAAAAALAAAAACdAAEAgAAAAAAAAAIMRI6py+0Po5y02gMKADs=)(19)
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|  |  |
| --- | --- |
| 将所有这些放在一起会产生以下算法，以便在训练期间进行计算：*ci公司* |  |
| *艾未未，j*=单调能量（si−1，hj） | (20) |
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*乌伊，j*=能量（si−1，hj）(24)

*βi，*:=exp（ui，：）移动sum![](data:image/gif;base64,R0lGODlhnQABAHcAMSH+GlNvZnR3YXJlOiBNaWNyb3NvZnQgT2ZmaWNlACH5BAEAAAAALAAAAACdAAEAgAAAAAAAAAIMRI6py+0Po5y02gMKADs=)(25)
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*T型*

*c级我*=Xβ*i、 日本小时日本*(26)

*日本*=1

方程（20）到（23）反映了（不变的）单调注意概率分布的计算。（24）和（25）计算MoChA的概率分布，最后等式（26）计算上下文向量的期望值。总之，我们开发了一种新的注意机制，它允许在小块内存上计算软注意，这些内存的位置是自适应设置的。该机制具有高效的训练时间算法，在测试时具有在线和线性时间译码功能。我们试图用附录B中的综合基准来量化与软注意相比所产生的加速。*ci公司*

# 3个实验

为了测试MoChA，我们将其应用于两个典型的序列转换任务：在线语音识别和文档摘要。语音识别对于MoChA来说是一个很有前途的设置，因为它会导致自然单调的输入输出对齐，并且在现实世界中经常需要在线解码。另一方面，文档摘要并不表现出单调的一致性，我们主要将其作为测试模型局限性的一种方法。我们强调，在所有的实验中，我们采用了一个强基线序列来对标准的软注意模型进行排序，只改变了注意机制；所有的超参数、模型结构、训练方法等都保持完全相同。这使我们能够隔离切换到摩卡咖啡所造成的有效性能差异。当然，这可能是对摩卡最佳性能的人为低估，因为它可能受益于稍微不同的超参数设置。我们把最好的表现留给以后的工作。

![](data:image/gif;base64,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)

图2：语音识别任务的注意对齐图和语音特征序列。

具体来说，对于摩卡咖啡，我们使用公式（13）来表示单调能量和块能量函数。以下√

![](data:image/gif;base64,R0lGODlhCAABAHcAMSH+GlNvZnR3YXJlOiBNaWNyb3NvZnQgT2ZmaWNlACH5BAEAAAAALAAAAAAIAAEAgAAAAAAAAAIDRI5RADs=)

（Raffel et al.，2017），我们初始化=1/d（作为注意能量函数隐藏维度）并根据验证集性能调整初始值，使用=−4表示语音识别中的MoChA，使用=0表示摘要中的MoChA，使用=−1表示摘要中的单调注意基线。我们同样调整了块大小：对于语音识别，我们惊讶地发现所有∈{2,3,4,6,8}的性能都相当，因此选择了最小的值=2。总结一下，我们发现=8最有效。我们从经验上证明，即使这些小窗口的大小也能显著提高硬单调的注意力（=1），同时只会产生很小的计算代价。在所有的实验中，我们在验证集的最佳性能的训练步骤中报告测试集的度量。*克d级右右右右w型w型w型w型w型*

## 3.1在线语音识别

首先，我们将摩卡应用于它的自然环境，即我们期望大致单调对齐的领域：[1]华尔街日报（WSJ）语料库上的在线语音识别（Paul&Baker，1992）。这项任务的目标是在录音讲话中产生所说单词的序列。在此设置中，基于RNN的模型必须是单向的，以满足在线需求。我们使用（Raffel et al.，2017）的模型，该模型本身基于（Zhang et al.，2016）的模型。完整的模型和训练细节在附录A.1中提供，但是作为一个概括性的概述，网络将口语作为mel滤波器组谱图接收，该谱图被传递到由卷积层、卷积LSTM层和单向LSTM层组成的编码器。解码器是一个单一的单向LSTM，它通过MoChA或标准的软注意机制来处理编码器的状态序列。解码器在字符和字分隔符令牌上产生一系列分布。根据生成的单词分隔符标记，将模型输出的字符分割成单词后，根据单词错误率（WER）来衡量性能。我们报告的模型中没有一个集成了单独的语言模型。

我们在表1中显示了我们的实验结果，以及通过先前工作获得的结果。摩卡咖啡能够以很大的优势（20%的相对优势）击败最先进的咖啡。因为摩卡咖啡的表现和软注意基线非常接近，我们对这两种注意机制进行了8次重复试验，得出了最好的结果，

这些试验中单词错误率的平均值和标准差。我们发现基于摩卡咖啡的模型在试验中的方差稍高，这导致它的最佳WER较低，但与软注意相比，平均WER略高（尽管在未配对的学生t检验中，平均值=8的差异没有统计学意义）。据我们所知，这是第一次在线注意机制与标准（离线）软注意的表现相匹配。为了了解不同注意机制的行为，我们以图2中的WSJ验证集为例展示了注意对齐。正如预期的那样，所有注意机制的排列看起来大致相同。我们特别注意到，摩卡咖啡确实在利用这个机会，在每个长度为2的区块上产生一个柔和的注意力分布。*不*

由于我们在经验上发现=2的小值足以实现这些收益，我们进行了一些额外的实验，以确认它们确实可以归因于摩卡。首先是*w型*

|  |  |  |  |
| --- | --- | --- | --- |
| 先前结果 | | | WER公司 |
| （Raffel等人，2017年）（CTC基线） | | | 33.4% |
| （Luo等人，2016）（强化学习） | | | 27.0% |
| （Wang等人，2016）（CTC） | | | 22.7% |
| （Raffel等人，2017年）（单调关注） | | | 17.4% |
| 注意机制 | 最佳WER | 平均功率 | |
| 软注意（离线） | 14.2% | 14.6 ± 0.3% | |
| 摩卡，=2*w型* | 13.9% | 15.0 ± 0.6% | |
|  |  |  |  |

|  |  |  |
| --- | --- | --- |
| 机制 | R-1型 | R-2型 |
| 软注意（离线） | 39.11 | 15.76 |
| 硬单调注意 | 31.14 | 11.16 |
| 摩卡，=8*w型* | 35.46 | 13.55 |

表2:CNN/每日文档摘要的ROUGE F分数

邮件数据集。软注意基线

表1：华尔街日报测试集的单词错误率。我们的结果（底部）反映了8个试验的统计数据。是我们对（见等人。，2017).

使用第二个独立的注意力能量函数ChunkEnergy（·）会导致参数计数的适度增加——在我们的语音识别模型中约为1%。为了确保性能的提高不是由于这个参数的增加，我们还用一个具有双重隐藏维度的能量函数重新训练了单调注意基线（以自然的方式产生了参数数量的可比增加）。在8个试验中，与基线相比，表现上的差异（下降0.3%的WER）并不显著，与摩卡咖啡所获得的收益相比相形见绌。我们还用一半的注意力能量隐藏维度训练了=2摩卡模型（这同样可以协调参数差异），发现它没有显著削弱我们的收益，仅增加了0.2%的WER（在八次试验中不显著）。另外，MoChA的一个可能的好处是，当产生上下文向量时，注意机制可以访问更大的输入窗口。另一种方法是增加卷积前端的时间感受野，因此我们也用这种变化重新训练了单调注意基线。同样，在八次试验中，表现的差异（平均每小时增加0.3%）并不显著。这些额外的实验加强了使用MoChA进行在线语音识别的好处。*w型*

## 3.2文件综述

在证明了MoChA在语音识别舒适环境中的有效性之后，我们现在在没有单调输入/输出对齐的任务中测试它的限制。Raffel et al.（2017）在Gigaword数据集上进行了句子摘要实验，该数据集经常呈现单调对齐，并且涉及短序列（单词的句子长度序列）。与软注意基线相比，他们在硬单调注意的情况下只能取得轻微退化的表现。因此，我们转向了一项更为困难的任务，即由于缺乏单调一致性，硬单调注意力更难以集中：CNN/每日邮报语料库上的文档摘要（Nallapati et al.，2016）。虽然我们主要研究这个问题，因为它具有潜在的挑战性，但在线和线性时间注意力在现实世界场景中也可能是有益的，在这些场景中，非常长的文本体需要在创建时进行摘要（例如，在演讲时生成摘要）。

这个任务的目标是从一篇新闻文章中产生一系列“突出”的句子。作为基线模型，我们选择了的“指针生成器”网络（没有覆盖率惩罚）（参见等人，2017）。有关完整的模型体系结构和培训细节，请参阅附录A.2。作为一个简单的总结，输入字被转换成一个学习的嵌入，并被传递到模型的编码器中，该编码器由一个双向LSTM层组成。解码器是具有注意机制的单向LSTM，其状态被传递到softmax层，该层在词汇表上产生一系列分布。该模型增加了一个复制机制，该机制在使用softmax输出层的单词分布或在给定的输出时间步长上由注意分布加权的单词id分布之间进行线性插值。我们用标准的软注意（如在（见等人，2017年）中所用）、硬单调注意和=8的摩卡咖啡测试了这个模型。*w型*

结果见表2。我们发现，使用硬单调注意机制会显著降低性能（接近8个胭脂-1点），可能是因为这项任务需要很强的重新排序。然而，摩卡咖啡能够有效地将单调注意力和柔和注意力之间的差距缩小一半，尽管使用了=8的适度块大小。我们认为这是一个令人鼓舞的迹象，表明能够处理本地重新排序的好处。*w型*

# 4相关工作

与摩卡类似的模型是“神经传感器”（Jaitly et al.，2015），其中输入序列被预分割成大小相等的非重叠块，并在每个块上分别执行注意序列到序列的转换。完整的输出序列是通过边缘化从每个块生成的序列的可能的序列结束位置而产生的。虽然我们的模型也对组块进行了软注意，但是我们的组块的位置是由一个硬的单调注意机制自适应地设置的，而不是固定的，并且它避免了在序列标记的组块端边缘化。

Chorowski et al.（2015）提出了类似的想法，其中在每个输出时间步计算软注意的范围被限制在围绕前一个输出时间步的最大注意概率的记忆索引的固定大小的窗口中。虽然这也会对语块产生软注意，但我们的方法不同之处在于，语块边界是由一个独立的硬单调注意机制设置的。这种差异导致Chorowski et al.（2015）使用了150的非常大的块大小，这有效地防止了在在线设置中使用它，并且比我们只需要很小的值的方法产生了更高的计算成本。*w型*

一类相关的非注意序列转导模型可用于在线设置，包括连接主义时间分类（Graves等人，2006年）、RNN传感器（Graves，2012年）、节段间神经转导（Yu等人，2016年）和节段RNN（Kong等人，2015年）。这些模型与具有注意机制的序列到序列模型的区别在于，解码器不直接以输入序列为条件，而是通过动态程序进行解码。（Prabhavalkar等人，2017）对这类方法和基于注意的模型进行了详细的比较，结果表明，基于注意的模型在语音识别实验中表现最好。此外，Hori等人（2017）最近提出了一种联合训练具有CTC丢失和注意机制的语音识别模型。这种结合鼓励了模型学习单调排列，但Hori等人（2017）仍然使用标准的软注意机制，排除了模型在在线环境中的使用。

最后，我们注意到还有一些其他工作考虑了硬单调对齐，例如使用强化学习（Zaremba&Sutskever，2015；Luo et al.，2016；Lawson et al.，2017），通过使用单独计算的目标对齐（Aharoni&Goldberg，2016）或通过假设严格的对角线对齐（Luong et al.，2015）。我们怀疑这些方法通过增加分块注意力可能会带来类似的好处。

# 5结论

我们已经提出了MoChA，一种注意机制，它在输入序列的自适应定位块上执行软注意。MoChA允许在线和线性时间解码，同时也便于本地输入输出重新排序。实验结果表明，MoChA在在线语音识别任务中取得了最先进的性能，其性能明显优于基于文档摘要的硬单调注意模型。在未来的工作中，我们有兴趣将MoChA应用于（近似）单调排列的其他问题，例如语音合成（Wang et al.，2017）和形态变化（Aharoni&Goldberg，2016）。我们还想研究允许块大小自适应变化的方法。为了促进我们的工作，我们提供了一个MoChA online的示例实现*w型*
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# 实验细节

在这个附录中，我们提供了关于第3节中进行的实验的细节。所有实验均采用TensorFlow（Abadi等人，2016年）。

## A、 1在线语音识别

总的来说，我们的模型遵循了（Raffel et al.，2017）的模型，但我们在此为后代重复这些细节。我们用80个系数的mel标度谱图以及delta和delta系数来表示语音。首先将特征序列分为两个卷积层，每层3×3个滤波器，每层32个滤波器，每层2×2步。每一次卷积之后都会进行批量标准化（Ioffe&Szegedy，2015），然后再进行重新线性化。卷积层的输出采用1×3滤波器馈入卷积LSTM层。接着是一个额外的3×3卷积层，带有32个滤波器，步幅为1×1。最后，编码器有三个额外的单向LSTM层，每个层的隐藏状态大小为256，紧跟其后的是一个密集层，输出为256维，具有批量归一化和ReLU非线性。

解码器是一个单一的单向LSTM层，隐藏状态大小为256。它的输入由先前输出符号的64维学习嵌入和注意机制产生的256维上下文向量组成。注意能量函数的隐维数为128。softmax输出层以注意上下文向量和解码器状态的级联作为输入。*d级*

使用Adam优化器（Kingma&Ba，2014）对网络进行训练，其值为=0.9，=0.999*β*1 *β*2 ，和。初始学习率在600000、800000和1000000步之后，0.001下降了10倍。请注意，Raffel等人（2017年）使用的学习率计划略有不同，但我们发现上述计划改善了软注意基线和摩卡咖啡的表现，但损害了硬单调注意的表现。因此，我们报告了来自（Raffel et al.，2017）的硬单调注意力表现，而不是重新运行该基线。输入被输入到网络中，使用标准的教师强迫，一批8个单词。局部标签平滑（Chorowski&Jaitly，2017）应用于目标输出，其权重为[−2，−1,1,2]处邻居的[0.015,0.035,0.035,0.015]。我们使用了梯度剪裁，当全局梯度向量的范数超过阈值时，就将其设置为1。我们在LSTM层参数和嵌入中加入了变权噪声，在20000个训练步骤后，标准偏差为0.075。我们还应用了L2权重衰减，系数为10−6。在测试时，我们使用了8个假设和3个剪枝阈值的秩剪枝波束搜索。

## A、 2文献综述

为了总结，我们重新实现了See等人（2017）的指针生成器。输入作为一个热向量提供，表示50000单词词汇表中的ID，映射到512维的学习嵌入。编码器由一个具有512个隐藏单元的双向LSTM层组成，解码器由一个具有1024个隐藏单元的单向LSTM层组成。我们的注意机制有一个隐藏的维度1024。输出字被嵌入到一个学习的1024维嵌入中，并在反馈到解码器之前与上下文向量连接。*d级*

对于训练，我们使用了Adam优化器，=0.9，=0.999*β*1 *β*2 ，和。我们的优化器的初始学习率为0.0005，从50000步开始连续衰减，每10000步学习率减半，直到达到0.00005。序列以64的批量输入模型。如See等人（2017）所述，我们将所有输入序列的最大长度截断为400个单词。梯度的全局范数被剪裁为永远不超过5。请注意，我们的模型中没有包含See等人（2017）中讨论的“覆盖率惩罚”。在评估过程中，我们使用了与语音识别实验相同的波束搜索，在8个假设下进行秩剪枝，剪枝阈值为3。
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图3：综合基准上不同注意机制的速度。

# B速度基准

为了了解使用摩卡代替标准软注意可能带来的加速，我们进行了一个简单的综合基准测试，类似于（Raffel et al.，2017），附录F中的基准测试。在这个测试中，我们单独实现了注意机制，并测量了其在不同输入/输出序列长度下的速度。这隔离了我们正在研究的网络部分的速度；在实践中，网络的其他部分（例如编码器RNN、解码器RNN等）可能支配运行完整模型的计算成本。因此，任何由此产生的加速都可以被视为现实世界中可能观察到的情况的上限。此外，我们使用特征库（GueNebAud等人，2010）在C++中对基准进行编码，以消除由特定模型框架引起的任何开销。

在这个合成设置中，注意力通过使用随机解码器状态的随机生成的编码器隐藏状态序列来执行。编码器和解码器的状态维数被设置为256。我们在{10,20,30，…，100}范围内同时改变输入和输出序列长度。我们测量了软注意、单调注意（即=1的摩卡咖啡）和={2,4,8}的摩卡咖啡的速度。一直以来，我们报告100次试验的平均值。*T型U型w型w型*

结果如图3所示。正如所料，软注意呈现出大致二次的时间复杂度，而摩卡的时间复杂度是线性的。这将导致随着时间的推移和时间的增加，加速系数增大。此外，摩卡咖啡的复杂度随时间线性增加。最后，请注意，对于=10和=8，摩卡和软注意的速度是相似的，因为块有效地跨越了整个内存。这证实了一种直觉，即摩卡咖啡的提速对于大型和相对小型的咖啡来说都是最引人注目的。*T型U型w型T、 U型w型T型U型w型*

# C单调自适应分块注意（MATCHA）
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|  |  |
| --- | --- |
| 图4:MAtChA的测试时间解码程序示意图。节点和水平轴和垂直轴的语义如图所示。1a到1c。MAtChA通过一种单调的注意机制，在由关注的位置设置的可变大小的块上执行软注意。 | 具有增加的内存和计算要求的算法。我们在这里为后人讨论和推导MAtChA，以防其他研究人员有兴趣追求类似的想法。  总的来说，MAtChA的测试时间解码过程（也是在线和线性时间）与算法1极为相似，只是没有将块开始位置设置为=j−w+1，而是将=ti−1设置为*五五五* |
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该过程如图4所示。请注意，如果=ti−1，那么MAtChA必须将所有注意力分配给内存条目，因为必须将块的唯一条目的概率分配为1。*钛钛*

MAtChA在输出timestep时注意内存输入的总公式可以表示为*日本我*
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(28)

这个等式可以从左到右解释如下：首先，我们必须对单调注意力在前一个时间步∈{1，…，j}可能注意到的所有可能位置求和。第二，我们求和在当前输出时间步∈{j，…，T}可以参与的所有可能位置。第三，对于给定的输入/输出时间步组合，我们计算从到的区块上内存进入的softmax概率（在正文中，我们将由ChunkEnergy产生的注意力能量称为）。第四，我们乘以它表示单调注意机制在前一时间步注意记忆输入的概率。第五，我们乘以，单调注意机制在当前输出时间步选择记忆条目的概率。最后，我们将不选择任何内存项的概率乘以-1。使用公式（28）来计算以获得上下文向量的期望值允许利用MAtChA的模型通过反向传播进行训练。*k公司我日本k公司我乌伊，jαi*−1千*k公司皮，我我k公司我βi，jci公司*

注意，等式（28）包含多个嵌套的求和和和积，用于计算每一对。*i、 日本*

幸运的是，与单调的注意力和摩卡咖啡一样，有一个动态程序，允许完全并行计算，其可导出如下：*βi，*:

(29)
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(30)

(31)
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(33)

(34)

(35)

(36)

(37)

(38)

(39)

注意，式（38）的形式与式（11）相同；根据（Raffel et al.，2017）附录C.1的推导，它可以类似地表示为（可并行化的）累积和和和累积积运算。然而，式（38）和式（11）之间的一个显著区别是前者依赖于一个额外的指数变量。这是因为计算all和需要计算exp（ui，：）的所有可能子序列的和。幸运的是，这些子序列和也可以有效地计算；首先，定义*我李，j，l日本我*
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注意，对于一个长度序列，allpartialsum（x）产生一个形状为×T的矩阵**十***T型T型日本*

                                    所有部分（x）j，l=（x1+x2+。。。+xl）—（0+x1+。。。+xj−1）（41）

第一组括号中的和仅为的累计和的第个条目；第二组括号中的和为的排他累计和的第个条目。因此，通过计算累积和并进行适当的减法，可以有效地并行计算allpartialsum（x）的所有条目。结合以上和（Raffel等人，2017）附录的推导*我***十***日本十*

C、 1，我们有

![](data:image/gif;base64,R0lGODlhLgAhAHcAMSH+GlNvZnR3YXJlOiBNaWNyb3NvZnQgT2ZmaWNlACH5BAEAAAAALAAAAAAuACEAgAAAAAAAAAJqRICpy+1/npxUxYqz0ZzeDjJfSG4lGYwnp65Z6oJteM2iWxswZL9wHZn1HKqdJdEyYpKLUZH1bFqKwxvigJUetRqgzqa8VrnbTfZqPQFTueZYTYx13vJpvXvH55f7Cv3+B9jnN1hYEihXAAA7)                                                                         *αi*−1,:

*里，*:,:=cumprod（1−pi，：）cumsum![](data:image/gif;base64,R0lGODlhAQEBAHcAMSH+GlNvZnR3YXJlOiBNaWNyb3NvZnQgT2ZmaWNlACH5BAEAAAAALAAAAAABAQEAgAAAAAAAAAIPRI6py+0Po5y02ouz3gcUADs=)

所有部件（exp（ui，：））cumprod（1−pi，：）

其中，作为一种轻微的滥用，我们使用的是“广播”[3]符号。以类似的方式，公式（39）中项（1−pi，o）的乘积涉及计算所有可能子序列的乘积。一个函数AllPartialProducts（·）可以类似地定义为等式（40），并用累积积和除法有效地计算。把它们放在一起，我们可以计算出所有的项*βi，j*

|  |  |
| --- | --- |
| 对于给定的输出时间步*我* |  |
| *T型*  *β我，*：=exp（u:）Xp：所有部分产品（1−p:）：，l:，l*我，我，我，右我，* | (43) |

*我*=j

虽然我们已经演示了一个计算MAtChA注意分布的并行过程，但是在所有可能的块开始和结束位置上的边缘化需要为每个输出时间步/内存项组合计算二次数量的项。即使在完全有效的并行化的情况下，结果也是一个需要O（UT）内存进行解码的算法（与训练标准软注意、单调注意或MoChA时所需的O（UT）内存相反）。这使得它处于一个明显的劣势，特别是对于大值的。实验上，我们曾希望这些缺点会被抹茶优越的经验表现所抵消，但不幸的是，我们发现它在我们尝试的任务中并没有表现得比摩卡更好。因此，我们决定不在正文中包括对MAtChA的讨论，并建议不要以目前的形式使用MAtChA。然而，我们有兴趣混合摩卡和抹茶在未来的工作中，试图收获他们的综合实力的好处。*T型*

[[1]](" \l "_ftnref1" \o ") 即使是非声调的话语（例如，“AAA”被转录为“AAA”），学习到的对齐方式仍然趋向于单调——参见例如（Chan et al.，2016）图6。

[[2]](" \l "_ftnref2" \o ")https://github.com/craffel/mocha

[[3]](" \l "_ftnref3" \o ") https://docs.scipy.org/doc/numpy-1.13.0/user/basics.broadcasting.html